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Typing Test Results

Aditya Garg, Arjun Agarwal, Shreyas Minocha
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Problem Statement

It has been shown typing patterns can be used to identify a person. To
confirm this idea, we collected typing patterns from eleven of our officers
using two different typing methods: fourteen short English quotes and six
paragraphs composed of random characters. The quotes and paragraphs
are grouped into three categories: eight quotes and three paragraphs where
the officer’s identity is known, six quotes where the officer’s identity is un-
known, and another three paragraphs where the officer’s identity is also un-
known. Based on the first category, how would one match the second and
third categories to the officers?
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1 Summary

1.1 Interpretation of Problem

As the problem states, each person has a unique style of typing. This means that
the typing style of a person can be analysed and linked to the person. We aim
to develop a model which would be able to compare the given typing sample to
an unknown typing sample and determine how similar they are. The problem
requires us to utilize our model to match the identities of the typists of the given
typing samples to a set of unknown typing samples. In the following sections, we
describe such a model.

1.2 Techniques and Methods

Our model takes into consideration four factors, the similarity of the typing speeds
of the given and test samples, the uniqueness of the typing speeds of the sam-
ples, the errors made by the subject in each sample and the acceleration of differ-
ent characters in both samples. For each of these four factors, we will compare
the given and test samples and we will quantify these comparisons as similarity
scores, each out of 100. Once the similarity scores have been calculated, we will
merge these subscores into the final similarity score. Also, we calculate a thresh-
old of the final similarity score beyond which we consider the two samples to be
from the same subject.

1.3 Conclusion

We have developed a model to compare two typing test results by calculating an
overall similarity score for the two samples. Our model can now be used to au-
thenticate a user if typing data has previously been collected from the user. Our
model does not make any assumptions about the skill level of the subject. Also,
data collection for our model is convenient and can be carried out over the inter-
net. Our model does not take into account that a user could deliberately provide
incaccurate data. Similarly, the user could unintentionally provide data that does
not represent his natural typing due to temporary variation. Such variation can
be caused by nervousness, medication and others. Also, the typing style of sub-
ject can change over a long period of time and our model does not take this into
account.
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2 Introduction

It is regarded that the typing pattern of a subject is unique and its analysis can
be a good way of verifying the identity of the subject. Such an analysis provides
for a cheap method of authentication of a user that requires no equipment apart
from a computer and a keyboard. This means that it can be conducted on a large
scale and in a cost-effective way. The problem requires us to compare a given
set of typing results of known typists with results from unknown typists. This
can be achieved by describing a model which computes the similarity index of
two typing test results. Using this, we will be able to match the typists with their
respective typing test results. In this paper, we will describe a model that fits the
above description.

3 Model

3.1 Introduction to the Model

For using the model, it is necessary to gather some information about the typing
habits of the subject(s). We choose to do this by making all subjects give typing
tests. These tests will be of two types: quotes and random letters. The subject
will be expected to give multiple tests of both categories in order to ensure that
the data collected is exhaustive and the sample collected from the subject is rep-
resentative of his natural typing habits. We will then use our model to analyze the
data collected from the typing test.

3.2 Assumptions and Justifications

We make some assumptions in the construction of our model. These are as fol-
lows:

Assumption: The text on which the subject will be tested consists of only al-
phanumeric characters and common symbols(those present on a stan-
dard QWERTY keyboard).

Justification: Presence of unfamiliar of unusual characters in the test may con-
fuse the subject and looking for the character on their keyboard may
reduce their speed.
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Assumption: The keyboard used by the subjects to give the typing test is stan-
dardized and is the same for all trials.

Justification: The design and features of the keyboard should not cause variation
in the results of the typing test. Instead, only the typing skills of the
subject should influence the results of the test.

Assumption: The subject attempts the typing test just as they would normally
type, that is, they do not intentionally or unintentionally exhibit ab-
normal typing behaviour.

Justification: Often nervousness and self-consciousness can lead to a reduced ac-
curacy and other behavioural anomalies. Such temporal variation can
make the data unreliable.

Assumption: There is no sharp change in the subject’s typing behaviour between
the collection of both the samples.

Justification: This is because if there is an observable change in the subject’s typ-
ing behavior(due to the time period between tests, age, change in
skill, etc), their typing pattern will be completely different during the
test, thus it would not be possible to identify them.

3.3 Definitions

Characters per minute(CPM): The number of characters typed correctly by the
subject in 60 seconds.

Word: We define a word as 5 characters. Gross WPM/Raw WPM(WPMG): The
speed of the subject when he types all word correctly. This is determined
by dividing the total number of words typed by the total time taken.

Error penalty: Sometimes, the subject may type a word incorrectly and not cor-
rect the mistake which will result in some amount being reduced from his
WPMBG. This is calculated by dividing the total uncorrected words by the
total time taken to type the text.

Net WPM: The real speed of the subject which takes into account the WPMG as
well as the wrongly typed words. This is calculated by subtracting the num-
ber of uncorrected words from the total correctly typed words and hence
dividing the difference by total time taken.
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Speed/Typing_speed: The typing speed of the subject expressed in WPM.

Accuracy: The percentage of correctly typed characters out of the total characters
typed.

Sample: Each subject has given multiple typing tests. ‘Sample’ refers to the
results of all these tests collectively.

Given: A type of sample, the identity of the typist of which is known.

Test: A ‘Test’ is the type of sample, the identity of the typist of which is unknown
whose typing data we have.

3.4 Variables and Parameters

e Similarity of speed between the samples to be compared

If the given sample and the test sample have similar speeds, then we can guess that
both samples were collected from the same subject. It just increases the similarity
between all samples. Similarly, if there is a huge variation in the speeds of the
known and unknown samples, it is unlikely that they were collected from the
same subject.

e .Uniqueness of typing speed

If both the given and the test samples have an average speed which has a low
frequency in the difficulty distribution, the similarity in speed gives us a large
assurance of the samples belonging to the same subject(since there is a high prob-
ability of the speeds being similar). On the contrary, if the samples have similar
speed and the speed has a low frequency, the samples should be considered more
similar.

e Types of mistakes and weak characters

Types of mistakes reveal a lot about a person. If a subject is unfamiliar with certain
keys or patterns, they might have a tendency to make errors in those patterns. Such
tendencies are formed and magnified over the years with practice. If mistakes
in certain characters are observed in the given sample and similar mistakes are
observed in the test sample as well, there is a high chance that the samples were
collected from the same subject.
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e Acceleration/Deceleration between two characters

Over a large time span, people develop muscle memories for certain keys. Certain
key presses and transitions develop a faster speed and better accuracy while those
that aren’t practised as much have weaker muscle memories and tend to be slower
and/or less accurate. Since the muscle memories one develops are unique to each
person, the acceleration between certain characters can be used to reliably point
out the similarity or dissimilarity between a set of samples.

3.5 Methods

Our model compares the given and the test typing speed results by calculating
a score of similarity between the two samples. The similarity score is graded
from 0 to 100 where a similarity score of 0 means that the samples are completely
dissimilar and a score of 100 means that the samples are a sure match. We start by
calculating a score on the same scale for each of our chosen factors. Once these
subscores are calculated, we combine these scores into the final similarity score
depending on the weightage of each factor in the final score.

Figure 1: Overview of model
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3.5.1 Similarity in Typing Speeds

Similarity in typing speeds is the first thing that we decided to compare when we
were planning our model. We decided to quantify the similarity in typing speed
as follows:

Similarity = (100 — %) x 100 where test is the average speed of the

test sample and given is the average speed of the given sample.

3.5.2 Uniqueness of Typing Speed of the Samples

In the following difficulty distribution, the frequency of number of people that
completed the test with an average speed in the 60—70 to range is very high.
Hence, the probability of a random test subject’s average WPM on the score
falling in that range is also higher. This means that the probability of the event of
the average speed of two samples landing in this range is high. On the contrary,
the probability of the average speed of two samples lying in the 110—120 range
is much lower. Thus, if the given and the test samples have similar average speeds
and those in a low frequency range, we have a greater assurance of the similarity
than if they were in a high frequency range. In order to quantitatively describe
this relationship, we came up with the following formula:

Uniqueness = 1 — P(test)where test has its usual meaning.

3.5.3 Analysis of the Errors Made by the Subject

Errors are an important factor to consider in this model. We calculate the accu-
racies of each letter typed by the subject(s) for the given sample. This is done
as:

Accuracy = %

In the above equation, n(x) is the number of errors made by the subject for any
character x and ¢(z)is the total number of times z is typed in the sample. Once
we have the accuracy of all characters present in the sample, we need to identify
which of these characters are frequently mistyped by the subject, that is, mistyping
which characters is a characteristic error of the subject. To do this, we need to find
a threshold of accuracy beyond which we consider the character in question to be
a commonly mistyped character. We decide to do this by calculating the standard
deviation of the accuracies of all characters in the sample as follows:
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Standard Deviation = 1Ni=iN(Ai- A)2where Aiis the accuracy for the
ithcharacter and Ais the mean of the accuracies of all characters.

We decided to consider the accuracies beyond two standard deviations of the
mean on the positive side to be characteristic errors of the subject.

DistinctiveErrorCharacters = {x|z € ErrorCharacters, Accuracy(z) >
Mean + (2 x StandardDeviation)}

We compare the accuracy of each distinctive character thus identified in the
given sample with the accuracy of that character in the test sample as

SimilarityO f Errors(x) = (1 — %) x 100 where z is the character in

question, test and given have their usual meanings.

We then calculate the mean of the similarity values calculated for each char-
acter determined to be distinctive.

error score= i=Insimilarity of errors(xi)nwhere nis the number of distinctive
errors.

The number thus obtained is later factored in the final similarity score between
the given and test sample.

The types of errors a subject makes is also an important factor to be con-
sidered. We decided to consider 5 types of errors: “Case errors”, “Typed-early
errors”, “Bad ordering”, “Doublet” and “Uncategorized errors”. We find out what
percentage of the errors in a sample fall into each category as:

PercentageO f ErrorType(x) = totalnun?b(:r)o Ferrors > 100 where  is any error

type and n(z) is the number of errors of that type made in the sample

If for any error type the percentage of that error type is above a certain thresh-
old, we consider that error type as a characteristic error type of that given sample
and compare the percentage value of such error with the value obtained for the
test sample. However, we choose to never consider “Uncategorized errors” as
distinctive error types. Since we have 5 types of errors, if the percentage of any
error type in the given sample is found to be more than 20%, we consider this to
be a distinctive characteristic of the subject. We then compare the percentage of
the each error type determined to be distinctive with that of the test sample. We
quantify this as:
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SimilarityO f ErrorType(z) = (1 — tes=givenly s 100 where test and given

. given .
have their usual meanings.

Finally, we calculate the mean of all error type similarity indices to find the
error type score. Eventually, we factor this into the final similarity score as:

SimilarityO f ErrorType(x; .
ErrorTypeScore = 2 J j wre®i) yhere n is the number of
distinctive errors

3.5.4 Calculating the Final Similarity Score

We decided to give each factor we chose to consider in our model an equal weigh-
tage in the final similarity score. First, we combine the similarness and the unique-
ness as

SpeedScore = Similarity x Uniqueness

We then combine the SpeedScore, the FErrorScore and the
ErrorTypeScore to obtain the similarity score as follows:

SpeedScore+ ErrorScore+ ErrorTypeScore
3

SimalarityScore =

3.5.5 Threshold of Final Similarity Score

We choose to keep 75% as a threshold for the final similarity score beyond which
to consider the samples to have come from the same subject based on analysis of
the given data.

3.6 Explanation of Solution

Our model helped us in matching the test samples to the respective typists by
calculating a similarity score between them. The similarity score was calculated
by considering the various characteristic features of the typing sample as specified
in the model, with each of these features weighing equally in the final similarity
score. Through our model it was found that, the typing samples of Person 4 and
that of Person E were highly similar as the similarity score between them was
quite high. This score was calculated by quantifying the similarity in the three
parameters are model uses.
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Figure 2: Character accuracies for person 4
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3.6.1 Typing speed of the samples

The two typing speeds (Given: 105 Wpm, Test: 110 Wpm) were first compared
for similarness with the help of our formula.

This came out to be 95%. Then the uniqueness of the speed was calculated
by the formula below. For the given speed (105 wpm), this was found to be
0.95. The final similarity of the two speeds was thus calculated by multiplying the
uniqueness with the similarity. For the given samples, this similarity came out to
be 92%. This is the speed score of the data.

3.6.2 Error frequencies of specific characters

Through analysis, a frequency table of all the wrongly typed characters of the
given people was determined. The graph of character acccuracies for Person 4
and Person E is as follows.

The standard deviation of both the graphs was determined and a threshold
value was calculated by the following formula. For the given tests it came to be
3.1. Thus only the wrongly typed characters which had a frequency greater than



726 12

Figure 3: Character accuracies for person E
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Table 1: Error types and their frequencies; Accuracies of error types
’ Error type \ Person 4 | Person E H \

Bad Case 2 5
Bad Ordering 5 5
Doublet 1 2
Other 12 6

Table 2: Accuracies of error types
’ Error type \ Person E H Person 4

Bad Case 0.27 0.10
Bad Ordering 0.27 0.25
Doublet 0.05 0.11
Other 0.60 0.30

3.1 were considered. In our case, the alphabet above the threshold was only letter
‘M’. The accuracy of ‘M’ in both test and given was calculated by the formula as
described in Section 3.5.3. These came out be approximately 11 and 13 respec-
tively. Thus the similarness in these accuracies were calculated by the formula for
similarity of errors as described in Section 3.5.3. This came out to be approxi-
mately 83.

3.6.3 Error types

For our given people, the various error types and their frequency as mentioned in
section 3.5.4 was found out. The table including all the error types is given below:

The accuracy of each of the error types for each of the two person was calcu-
lated using the formula described in section 3.5.4. The total errors done by person
4 are 20 and by person E is 18. Hence the similarity score of each error type was
calculated using the formula:

The similarity of each of the error types are given below.

Hence the total similarity scores for the section ‘error type’ was calculated by
taking the average of all of these similarity scores. This came out to be 56.27.
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Table 3: Similarness of error types
’ Error type \ Similarity ‘
Bad Case 37.03%

Bad Ordering | 92.59%

Doublet 45.45%

Uncategorized 50%

Table 4: Correspondence of given samples to test samples
’ Test \ Given ‘

A 5
B 11
C 10
D 2
E 4
F 8
G 6
H 3
I 7
J 9
K 1

3.6.4 Computing the final similarity score

The final similarity score is calculated by taking the average of the speed score,
similarity in accuracy and the total similarity score from the error types. The final
similarity score between the two data is 77%. Since the threshold for the similarity
between two data is 75%, we can conclude that both of these data are from the
same person. So Person E corresponds with Person 4.

3.6.5 Solution to the Problem

3.7 Analysis and Assessment
3.7.1 Sensitivity Analysis

A sensitivity analysis of our model can be carried by observing how the change in
a person’s characteristic typing habits can lead to a change in its similarity score.
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Taken typing results of two samples, a similarity score can be calculated. This
score can change with the change in any of the factors ( Similarness in Wpm,
Types of errors, Frequency of error and acceleration in characters) in any one
of the typing samples. However, our model is such that the change in different
factors will lead to a change in the similarity score differently. For example, a
small change in the frequency of errors of specific characters will not lead to a
change in the similarity score, until the frequency goes above the threshold value.
On the other hand, even a small change in WPM of a any of the samples being
compared will lead to a change in the similarity score between them.

3.7.2 Strengths

e Our model does not make any assumptions about the skill level of the sub-
ject. Hence, our model can be used to compare samples of anyone, regard-
less of how skilled they are in typing.

e Data collection is convenient as no additional equipment is needed. Hence,
our model can be used on a large scale.

3.7.3 Weaknesses

e Analysis of typing is a behavioural, rather than a physical characteristic of
the subject. This means that it is subject to change over time with practice or
the lack thereof. The model does not accommodate such changes in typing
behaviour very well.

e Temporal influence, or the temporary change in typing behaviour due to
nervousness, medication etc may lead to unreliable data.

e A subject could intentionally provide the model inaccurate data. The model
does not take this into consideration.
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Determining What a Taxi Driver Should Do
When His Taxi is Vacant and Determining
What the Head of a Taxi Company Should

Advise The Drivers Do in That Situation

Aditya Garg, Arjun Agarwal, Shreyas Minocha
10 October, 2017

Problem Statement

There will always be times when taxis are vacant. Some drivers say that
you should head to the city center to find more customers, but is that always
true? Suppose you are a taxi driver in NYC, what should you do when your
car is vacant? If you are the head of a taxi company, what would you advise
your drivers do?
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1 Summary

1.1 Interpretation of Problem

Often, taxi drivers find there vehicles vacant. The first part of the problem requires
us to determine what the driver’s priority should be when looking for customers
as well as develop a model to allow this priority to be fulfilled. the second part
of the problem requires us to determine what the head of a taxi company should
recommend his drivers to do, keeping in mind the overall profits of the company
as well as ensuring that customers from all regions in the area being studied are
served. This paper aims to develop a model to solve the problems as explained.

1.2 Techniques and Methods

We divided the region to be studied into several hypothetical square shaped re-
gions. We then calculated the percentage of pickups made in each square out of
the total number of pickups. We then modelled the area to be studied as a vertex-
weighted undirected graph where each vertex corresponds to a region and an edge
connecting two vertices corresponds to road connecting two regions. We calculate
the weight of each vertex as the reciprocal of the pickup percentage we calculated.
Since the driver would wish to maximize his odds of finding a customer, he should
go to the region represented by the vertex with the smallest weight.

1.3 Conclusion

We have developed a model to determine where a taxi driver should go and what
route should be followed when his taxi is vacant. Our paper also explains how the
head of a taxi company should distribute taxis in the area being studied. Our model
minimizes the time a taxi is vacant and waiting for customers. It also ensures that
customers from all parts of the area being studied are served. However, our model
can be used only when previous pickup data for the area being studied is available.
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2 Introduction

The problem requires us to design a model to solve two problems. The first re-
quires us to find where a taxi driver should go to look for more passengers when
his vehicle is vacant. The second requires us to find out how the head of a taxi
company would want taxis to be distributed throughout the city. We interpret that
the head of the company would want his taxis distributed such that there are max-
imum taxis in high pickup density regions and less taxis in low pickup density
regions.

3 Model

3.1 Assumptions and Justifications

Assumption: The taxi driver does not need to make any diversion for petrol, due
to blockage etc.

Justification: In the ideal case, the driver should be engaged in doing his job
throughout and should not have to divert from the optimal route for
any reason.

3.2 Definitions

Pickup Percentage/Pickup Density: This is the number of pickups from a par-
ticular area.

Taxi Density: This is the number of taxis in particular area at a given point of
time.

3.3 Variables and Parameters

e Percentage of pickups occurring in a certain region

The taxi driver would want to go to regions of high pickup percentage to increase
chances of finding a customer. The head of the taxi company would want to
distribute his taxis such that the number of taxis in a region is proportional to the
pickup percentage, that is, taxi density in a region is calculated and matched based
on the pickup percentage.
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3.4 Usage Of Methods

Every taxi driver knows that any moment his vehicle is vacant, that time qualifies
as a wasted opportunity to make money. Hence, the taxi driver’s highest priority
should be keeping his taxi occupied. In order to maximize the likelihood of him
finding customers, the driver should drive to the area which has the maximum
pickup density based on previous data.

Moreover, he should take the route that maximizes his likelihood of finding a
customer. In other words, he should take the path that takes him through the areas
of maximal pickup density.

We decided to divide the area to be studied into hypothetical square shaped
regions of approximately 100 square metres. We then analysed the previously
collected taxi pickup data to find which regions had the maximum number of
pickups in the past. For each square region, we calculate the percentage of pickups
that occur in that square as

pickupdensity(xz) = $22L x 100 for any square region 2 where count is the
number of pickups that were made from that region and total is the total number

of pickups in the available data.

We then model the area being studied as a vertex-weighted, undirected graph
where each vertex represents one square region and each edge represents road
connecting those two square regions. The weight of each vertex will be calculated
as the reciprocal of the pickup density in that region.

: _ 1
vertexweight(x) = iR densiTn(e)

This decision will be explained in the subsequent paragraphs.

Since the driver wants to maximize their chance of finding a customer, he
would want to drive to the region of highest pickup density and that too while
taking the route that takes him through the most pickup-dense regions. To explain
this in terms of our vertex-weighted graph model, starting at any vertex Vi(the taxi
driver’s initial region), we would like to find a route to the vertex with the highest
weight(the most pickup-dense region). This route should also minimize the sum
of the weights of the vertices we cross(since minimizing the sum of the reciprocal
). An algorithm in graph theory called the “Shortest Path Problem™. This prob-
lem involves finding a path between two vertices of an edge-weighted undirected
graph such that the sum of the weights in the path is minimized. This problem
pretty much corresponds to our scenario except that we have vertex weights in-
stead of edge weights. In fact, this correspondence with the Shortest Path Problem
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is precisely the reason we chose to keep the vertex weights as the reciprocal of the
pickup density rather than the pickup density itself. Since the Shortest Path Prob-
lem already has several solutions such as Djikstra’s Algorithm, the Bellman-Ford
Algorithm, the Viterbi Algorithm and many others, we could find the ideal route
for the driver to take by using a modified version of one of these algorithms.

A head of a taxi company will also wish to make sure that the taxis are occu-
pied at all times. The head needs to distribute his taxis throughout the city on the
basis of the pickup percentage. This will have the advantages:

1. More customers will be served
2. The time a taxi spends waiitng for a customer will be optimal

3. A balance between trips from high paying, pickup-sparse regions and those
from low paying, pickup-dense regions(since pickup-dense regions are also
dropoff-dense in general).

The head would calculate the ideal taxi density in any region as follows:
. . . o pickupdensity(z) __ 100
idealtaridensity(r) = x X 0 = T X pickupdensity(z)

total number of taxis in the region to be studied.

where z is the

The head will need to ensure that the taxis are distributed as per the ideal taxi
density throughout. Also, the ideal taxi density should be updated in real time as
the pickup density is updated. In general, taxis in regions with a real time taxi
density greater than the ideal taxi density should drive to regions where the real
time taxi density is less than the ideal density.

3.5 Explanation of Solution

We used the latitude and longitude data and logically divided the given area into
square shaped regions. We truncate the latitude and longitude values up to the
third decimal place. Then, we find the topleft most point in the data. Our hy-
pothetical square shaped regions have a width and height of 0.001 longitude and
0.001 latitude respectively. This is approximately a 100 metre by 100 metre region
in the real world. We then find the other three points of the square by adding 0.001
to the latitudinal value for one point, the same amount to the longitudinal value
for the second point and finally we add 0.001 to both the latitude and the longi-
tude value of the original point for the final point. Similarly, we use a computer
program to divide the entire area to be studied into such square shaped regions.
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Figure 1: A map showing the number of pickups in NYC as per the data
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Next, our program calculates the pickup percentage for each square using the
given data and Equation 1. We can now easily find the region with maximum
pickup density. In our analysis, we found this region to be XXXXXXXXXXXX.
We then map the square shaped regions onto our vertex-weighted undirected
graph. As explained in Section 3.4, we calculate the weight of each vertex as
the reciprocal of the pickup density of that region.the route a driver at any loca-
tion should take to the region of maximum pickup density can now be calculated
using a modified version of the Viterbi Algorithm.

3.6 Analysis and Assessment
3.6.1 Strengths

e Our model maximizes the number of customers served in the area to be
studied.

e The amount of time a taxi spends waiting for customers is minimized.
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3.6.2 Weaknesses

e Our model requires old pickup data for the region being studied. Hence, our
model cannot be used for regions that do not have previous data.
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